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What is the appliance the 
woman is holding used for?

[1] Zhengyuan Yang, Zhe Gan, Jianfei Wang, Xiaowei Hu, Yumao Lu, Zicheng Liu, and Lijuan Wang. 2022. An Empirical Study of 
GPT-3 for Few-Shot Knowledge-Based VQA. AAAI. 2022.
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LLMs❆Exemplar 
Selection/Generation 

Strategy 

Exemplar
prompts 𝑨

What is the appliance the 
woman is holding used for?

This is a blow dryer in a 
bathroom

(𝐂)

(𝐕)

(𝑸)

𝐂 𝑸PICa[1]/Img2Prompt[2]

C: A red bird; Q: What is the breed? A: Parrot

[1] Zhengyuan Yang, Zhe Gan, Jianfei Wang, Xiaowei Hu, Yumao Lu, Zicheng Liu, and Lijuan Wang. 2022. An Empirical Study of 
GPT-3 for Few-Shot Knowledge-Based VQA. AAAI. 2022.
[2] Jiaxian Guo, Junnan Li, Dongxu Li, Anthony Tiong, Boyang Li, Dacheng Tao, and Steven Hoi. 2023. From Images to Textual 
Prompts: Zero-shot Visual Question Answering with Frozen Large Language Models. CVPR. 2023.



华东师范大学数据科学与工程学院
School of Data Science and
Engineering at ECNUOur Motivation

6

1. The current methods entirely rely on the understanding capability of LLMs to 
resolve the ambiguity and infer the intent of the questions, which might involve 
unexpected bias.
2. LLMs are brittle to ill-posed questions, especially under the zero-shot setting.

LLMs❆Exemplar 
Selection/Generation 

Strategy 

Exemplar
prompts 𝑨

What is the appliance the 
woman is holding used for?

This is a blow dryer in a 
bathroom

(𝐂)

(𝐕)

(𝑸)

𝐂 𝑸PICa[1]/Img2Prompt[2]

C: A red bird; Q: What is the breed? A: Parrot
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Reasoning Question Prompts: converting original questions into 
self-contained questions by editing the segments of the question.

LLMs❆Exemplar 
Selection/Generation 

Strategy 

Exemplar
prompts 𝑨

What is the appliance the 
woman is holding used for?

This is a blow dryer in a 
bathroom

(𝐂)

(𝐕)

(𝑸)

𝐂 𝑸PICa[1]/Img2Prompt[2]

C: A red bird; Q: What is the breed? A: Parrot

LLMs❆Question Edition

Reasoning 
question 
prompts 𝑨

𝐂 𝑸

Ours

Q: What is a blow dryer used for?

Yunshi Lan, Alex Xiang Li, Xin Liu, Yang Li, Wei Qin, Weining Qian. Improving Zero-shot Visual Question Answering via Large 
Language Models with Reasoning Question Prompts. ACM MM. 2023
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Our prompting method generates reasoning question prompts and 
enables LLMs to perform VQA tasks with two-step reasoning.
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Unsupervised Question Edition: Our scoring function for evaluating 
the quality of the candidates:
• LM Score. 𝑓%& "𝑄 = 𝐼𝑛 ∏'()

* 𝑃(𝑤'|𝑤'+), … , 𝑤))
• Semantic Integrity. 𝑓,-./01'2 "𝑄 = cos "𝑄, 𝑄
• Syntactic Invariance. 𝑓,301/21'2 "𝑄 = 𝕀(Tag4 5 = Tag64 [8])

The overall scoring function:
𝑓 "𝑄 = 𝑓%& "𝑄 :𝑓,-./01'2 "𝑄 ;𝑓,301/21'2 "𝑄

Prompt Design:
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Answer Heuristics Construction:

𝑃 𝐴 = 7
%%&( =>)→A

𝑃 "𝑄 𝑃%%&(𝐴| "𝑄)

Prompt Design:

[1] Zhenwei Shao, Zhou Yu, Meng Wang, and Jun Yu. Prompting Large Language Models with Answer Heuristics for Knowledge-
based Visual Question Answering. arXiv preprint arXiv:2303.01903. 2023.
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Datasets:
• OK-VQA: 5,046 test questions.
• A-OKVQA: 1,100 and 6,700 questions for validation and testing, 

respectively.
• VQAv2: 214,354 validation questions.

Comparable Methods:
• LLM-based methods: PICa, Img2Prompt
• Pre-trained zero-shot VQA methods: Flamingo, Frozen VL-T5, 

FewVLM and VLKD.



华东师范大学数据科学与工程学院
School of Data Science and
Engineering at ECNUExperimental Results

13

RQ prompts can generally improve VQA tasks under zero-shot setting
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RQ prompts can generally collaborate with LLMs
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Larger improvement gain brought by RQ prompts can be shown when: (1) 
shot number is low; (2) the size of LLM is relatively large
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The questions become self-contained with RQ prompts.
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• RQ prompts are helpful to bridge the gap between questions and 
captions, such that it can boost performance of leveraging LLMs to VQA 
tasks.

• RQ prompts show general improvement on different LLMs. It could 
achieve SOTA results on three of four VQA tasks on zero-shot setting.

• RQ prompts show more effect on zero-shot setting and large LLMs.

17
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Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou. Chain-of-Thought 
Prompting Elicits Reasoning in Large Language Models. NeurIPS. 2022.

https://arxiv.org/search/cs?searchtype=author&query=Wei,+J
https://arxiv.org/search/cs?searchtype=author&query=Wang,+X
https://arxiv.org/search/cs?searchtype=author&query=Schuurmans,+D
https://arxiv.org/search/cs?searchtype=author&query=Bosma,+M
https://arxiv.org/search/cs?searchtype=author&query=Ichter,+B
https://arxiv.org/search/cs?searchtype=author&query=Xia,+F
https://arxiv.org/search/cs?searchtype=author&query=Chi,+E
https://arxiv.org/search/cs?searchtype=author&query=Le,+Q
https://arxiv.org/search/cs?searchtype=author&query=Zhou,+D
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Freda Shi, Xinyun Chen, Kanishka Misra, Nathan Scales, David Dohan, Ed Chi, Nathanael Sch.rli, and Denny Zhou. 
2023. Large language models can be easily distracted by irrelevant context. ICML. 2023
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Freda Shi, Xinyun Chen, Kanishka Misra, Nathan Scales, David Dohan, Ed Chi, Nathanael Sch.rli, and Denny Zhou. 2023. 
Large language models can be easily distracted by irrelevant context. ICML. 2023
Denny Zhou, Nathanael Scharli, Le Hou,Jason Wei, Nathan Scales, Xuezhi Wang, Dale Schuurmans, Claire Cui, Olivier 
Bousquet, Quoc Le, Ed Chi. LEAST-TO-MOST PROMPTING ENABLES COMPLEX REASONING IN LARGE LANGUAGE 
MODELS. ICLR 2023.
Chuanyang Zheng, Zhengying Liu, Enze Xie, Zhenguo Li, and Yu Li. 2023. Progressive-hint prompting improves 
reasoning in large language models. arXiv preprint arXiv:2304.09797.
Qingyuan Tian, Hanlun Zhu, Lei Wang, Yang Li, Yunshi Lan, R3 Prompting: Review, Rephrase and Resolve for Chain-of-Thought
Reasoning in Large Language Models under Noisy Context. EMNLP Finding, 2023
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Datasets:
• AddSub
• SVAMP 
• GSM-IC 

Comparable Methods:
• One-turn interaction:  Manual-CoT, Auto-CoT, Instructed-CoT
• Multi-turn interaction : Least-to-Most, PHP

• MultiArith-IC
• SinglEq-IC 
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(1) R^3 prompting performs well for CoT reasoning in LLMs under 
noisy context;

(2) The design of interactive prompts are important for denoising.
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(1) Improvement of R^3 prompting is still significant with self-
consistency;

(2) R^3 prompting exhibits robust performance under noisy context 
while Instructed-CoT and Manual-CoT are vulnerable when facing 
a large amount of noisy information.
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• By comparison, one-turn CoTs are more robust than interactive 
CoTs when conducting reasoning under noisy context.

• R^3 prompting can effectively restrain the influence of 
noisy context. The three steps (i.e. review, rephrase and 
resolve) collaborative contribution to the good 
performance.

Conclusions
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Yuanyuan Liang, Jianing Wang, Hanlun Zhu, Lei Wang, Yunshi Lan, Weining Qian. Prompting Large Language Models with 
Chain-of-Thought for Few-Shot Knowledge Base Question Generation. EMNLP. 2023

KBQG
Models
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Guanming Xiong, Junwei Bao, Wen Zhao, Youzheng Wu, and Xiaodong He. Autoqgs: Auto-prompt  for low resource 
knowledge-based question generation from sparql. In Proceedings of the 31st ACM International Conference on 
Information Knowledge. 2022

The existing methods solve few-shot KBQG tasks via designing prompter for the 
pair of sub-graph description and generated questions and conducting pre-training 
Language Models.
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• A substantial amount of annotated data is required, and 
acquiring it can be challenging.

• A logical form is made up of entities, relations, and query grammar. 
It's impossible to encompass all the possible combinations of 
these fundamental components.

• Certain logical forms can become complex when operations such 
as aggregation, superlatives, and comparisons are involved.

Motivations
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• LLMs have the strong capability to accurately capture the semantics 
of relations between values in the data, enabling to transform the 
structured context to narrative text. 
▻ Structured logical forms to natural language questions

• LLMs have proven their strong generalizability on a wide range of 
few-shot and zero-shot tasks with Chain-of-Thought.
▻ Apply CoT to solve few-shot KBQG  

Our Method

[1] Milena Trajanoska, Riste Stojanov, and Dimitar Trajanov. 2023. Enhancing knowledge graph construction using large language models. arXiv.
[2] Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, brian ichter, Fei Xia, Ed H. Chi, Quoc V Le, and Denny Zhou. 2022. Chain of 
thought prompting elicits reasoning in large language models. In Advances in Neural Information Processing Systems.
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Step 1: Structure Encoding and Clustering
1. We extract  structure of logical form by converting the schema items into 
symbolic variables. 

2. We encode the contexts of the sequence with Sentence-Transformers.

Step 2: Logical Form Sampling
1. We utilize the K-means clustering algorithm to group the encoded 
structure into k-clusters based on their syntactic similarity.

2.  We greedily pick up a candidate with least semantic similarity to the 
selected logical forms, where the similarity is measured by the encoding of the 
original logical forms.

(AND medicine.routed_drug (JOIN medicine.routed_drug.marketed_formulations m.0hqs1x)).

(AND  r  (JOIN  r  e))
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• Generate a straightforward 
question that queries a one-hop 
relation from the topic entity.

• One-hop relation  subgraph1
leads to a simple subquestion1. 

• Generate a question that inquires 
about a two-hop relation 
chain involving the 
aforementioned one-hop relation.
The Step 2 includes the parsed 
logical form appended to the 
previous step as a component 
and generates subquestion2
based on the subgraph2 and 
subquestion1.

• Repeat until the entire logical 
forms have been traversed.

Prompt Construction
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Datasets:
• WebQuestions (WQ)
• PathQuestions (PQ)
• GrailQA (GQ)

Comparable Methods:
• LLMs+CoT methods :  Standard Prompt, Random-CoT, Manual-CoT, 

Active-CoT, Auto-CoT
• Fine-trained methods :  DSM, LFKQG, IGND, JointGT, T5-Large, etc. 
• Few-shot methods:   BiGraph2Seq, JointGT , AutoQGS
• Our methods: KQG-CoT, KQG-CoT+ (further display the examplers

from short to long.)
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KQG-CoT outperforms the existing LLMs+CoT methods
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(1) KQG-CoT outperforms existing few-shot methods with large margins; 
(2) KQG-CoT achieves competitive results compared with full training 

methods.
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(1) KQG-CoT outperforms existing LLM-CoT methods with various k; 
(2) KQG-CoT results in supportive logical forms with larger diversity. 
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• When constructing prompts, the selection and arrangement of 
exemplars are paramount.

• KQG-CoT outperforms the existing CoT methods significantly and 
achieves performance levels comparable to those of fine-tuned 
methods.

• The utilization of LLMs in conjunction with CoT proves highly 
effective for handling generation tasks with structured inputs.

Conclusions


